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1 Introduction

In the modelling of systems, abstraction is inherently @agimportance. The act of modelling
is itself already an act of abstraction, in the sense that mievant information of the mod-
elled system finds entry into the model. Frequently, abstnags an indispensable means to
make the analysis of systems feasible, usually becausddteespace of the system model to
be analysed is either too large, or even infinite. On the dihad, abstraction, the word which
basically is synonymous withtlirowing information awal; might introduce imprecision in the
results obtainable from the analysis of the abstract systeeobtained analysis result might be
inconclusive or plain wrong.

Research on abstraction addressed several issues, ofavigehrelevant for this deliverable,
are introduced in the following.

How can abstractions be described formally? Seminal work on abstraction has been done
in [36], where the concept adbstract interpretationis introduced. Various abstraction ap-
proaches for a variety of model classes can be described abstract interpretation. An ap-
plication is for example [37], where abstraction in the eomtof reactive systems is defined
using abstract interpretation. It is shown there that gadstwell as liveness properties in the
modal p-calculus that hold in the abstract model, hold also in thecoete model. However,
there might be properties that do not hold in the abstractah@td neither do their negations.
This is an example of the imprecision introduced by abstractmentioned above.

How can abstract and concrete models be related? Usually the abstract model should be
formally related to the concrete model. This question fitthimarea of semantics, i.e. equiva-
lences and preorders/precongruences. The semantics@éesprand the comparison of process
behaviour is directly related, and the amount of informatised to compare behaviour is a
(relative) measure of the abstractness of the semantids. s been thoroughly investigated
in[73, 72].

Usually, abstract and concrete models should be relatedimeg sefinement relation as a
correctness criterion of the abstraction, which ensuras#ome) properties satisfied for abstract
model are still satisfied on the concrete level. The notiaebfiement has an influence on which
properties are still satisfied: does the satisfaction operties in both the abstract and concrete
model coincide (like for bisimulation), or is it the casetthize satisfaction of safety properties
on the abstract model implies their validity on the concratalel? Investigations into the field
of comparative semantics thus has a direct relation to adigin.

How to refine too coarse abstractions? Since abstraction means removing information, there
are different levels of abstractness, from coarse (muarnmhtion removed) to fine (little infor-
mation removed). Coarse abstractions might be small, aalgsia might be efficient, and a good
strategy is to start with a coarse abstraction. Howeverliséract model might be too coarse to
be useful. In that case the abstraction should be refinedrelevant information thrown away
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previously should be re-introduced [35]. A fashionablerapph to do this automatically is CE-

GAR: Counterexample-Guided Abstraction Refinenfight50]. The idea is to generate an initial
abstraction and use spurious counterexamples obtainaagihmodel-checking (i.e. counterex-
amples of properties that are violated in the abstract mddelto a too coarse abstraction) to
guide the refinement of the abstract model.

How can abstractions be obtained efficiently? Obtaining abstractions for large systems can
be a difficult task. When using a compositional modellingriatism like process algebras or
networks of processes, exploiting the compositional stingcof the model for component-wise
abstraction may yield some insight into how an appropriastraction can be obtained. Other
approaches exploit the kind of property that one wants telclse as to guide the abstraction.
This applies to e.g., predicate abstraction. It is alsoiptessso combine these approaches and
apply compositional abstraction that is tailored to theperties of interest.

A more extensive treatment of abstraction in a qualitatatérsg is given by Grumberg [42].
Within the context of the Quasimodo project, abstractioqudntitative systemsuch as proba-
bilistic and timed systems is a topic of intensive reseafdie aforementioned issues are highly
relevant in this setting as well.

Overview

The Quasimodo contributions on abstraction are ordereghigun 5 categories. Section 2 is
about compositional abstraction; Section 3 is on refinemedations and equivalences; Section 4
covers approaches based on abstract interpretation,08extis on the abstraction of infinite
systems. Finally, Section 6 is on abstraction by stateegggion.

The work described in [50] on probabilistic CEGAR is a Quasiim contribution on abstrac-
tion, but left out here, since it is already described in etable 2.1.

2 Compositional Abstraction

2.1 Compositional Abstraction for Stochastic Systems
Participants

e Daniel Klink, Martin Neuhaul3er, Joost-Pieter Katoen (RMYT

¢ Anne Remke, Boudewijn Haverkort (ESI/UT)

e Verena Wolf (SU)

e Martin Leucker, TU Munich, Germany (EXT)
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Challenge

To overcome the absence of hierarchical, compositiondlitfes in performance modelling,
several efforts have been undertaken to integrate perfarenaspects, most notably probabil-
ity distributions, into compositional modelling formais. Resulting formalisms are, among
others, extensions of the Petri box calculus [65], States&0], and process algebras [51,
47]. To bridge the gap towards classical performance andradgbility analysis, compositional
formalisms for continuous-time Markov chains (CTMCs) hageeived quite some attention.
Nowadays, these formalisms are also used intensivelygn,tee area of systems biology [32].

An elegant and prominent semantic model in this context ateractive Markov chains
(IMCs) [46, 48]. They extend CTMCs with nondeterminism, eewed differently, enrich la-
belled transition systems with exponential sojourn tinmea fully orthogonal and simple man-
ner. They naturally support the specification of phase-tip&ibutions, i.e., sojourn times that
are non-exponential, and facilitate the compositionagration of random timing constraints
in purely functional models [48]. In addition, bisimulationinimisation can be done in a com-
positional fashion reducing the peak memory consumptiginguminimisation. While this has
been applied to several examples yielding substantis¢-staice reductions, and allowing the
analysis of CTMCs that could not be analysed without contfmrsl minimisation [48, 40, 41],
with increasingly complex systems under consideratiormemnadical reduction techniques are
needed.

Results

In [23] we propose a framework to perform aggressive abstraof IMCs in a compositional
manner. Our abstraction technique is a natural mixture sfrabtion of labelled transition sys-
tems by modal transition systems [61, 64] and abstractiqurafabilities by intervals [39, 57]
which we recently applied in the area of queueing theory f2%] adapted for the analysis of a
well-known but hard-to-solve case study in systems bialagyzyme-catalysed substrate con-
version [22].

Abstraction is shown to preserve simulation, that is to abgfract models simulate concrete
ones. Here, simulation is a simple combination of refinenoémhodal transition systems [64]
and probabilistic simulation [55]. By abstraction lowerunals for minimal and upper bounds
for maximal timed reachability probabilities are obtained

Compositional aggregation is facilitated by the fact thatwdation is a precongruence with
respect to TCSP-like parallel composition and symmetnopasition [49] on our abstract model.
Accordingly, components can be abstracted prior to conmgogiem. As this abstraction is
coarser than bisimulation, a significantly larger stateesreduction may be achieved and peak
memory consumption is reduced. This becomes even more @d)enus when components that
differ only marginally are abstracted by the same abstraamdeh In this case, the symmetric
composition of these abstract components may yield huggctieths compared to the parallel
composition of the slightly differing concrete ones.
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Perspective

Future work includes the application of this technique tistic applications, counterexample-
guided abstraction refinement [50, 59], and the treatmenoofuniform IMCs.

2.2 Compositional Abstraction of Timed Automata
Participants Jasper Berendsen and Frits Vaandrager (ESI/RU)

Challenge When researchers apply model checking technology to amatysmunication pro-
tocols, they typically construct models that already austdrastically from the official standards
in which these protocols are described. Otherwise, the mmodsuld become intractable due to
state-space explosion problems. As a consequence, thiemstdp between the protocol stan-
dard and the model becomes problematic. Of course, whenlrobeeking reveals an error in
the model then often this can be traced back to an error inrbteqol standard. But often it is
not clear whether quantitative properties of models wgbdhold for protocol implementations.
And although for academics it is challenging to search fdatleubugs in abstract models (that
only manifest themselves after thousands of transitiang)erience shows that in practice most
of the ambiguities and flaws in protocol standards can beddiynconstruction and inspection
of detailed, concrete models. An important research ahgéeéherefore is to device abstraction
techniques that allow one to link detailed models of prol®tiat are close to the standard to
abstract models that are amenable to formal analysis.

Results Within Quasimodo, we finalised two articles, that have bemepted for publication
in ACM TECS and JAL [3, 4], that improve and clarify our earlresults on the analysis of the
Zeroconf protocol.

Within this work, the model checker Uppaal is used to forgnatiodel and analyse parts
of Zeroconf, a protocol for dynamic configuration of IPv4litocal addresses that has been
defined in RFC 3927 of the IETF [33]. Our goal has been to cans@ model that (a) is
easy to understand by engineers, (b) comes as close aslpdssibe informal text (for each
transition in the model there should be a correspondingepidédext in the RFC), and (c) may
serve as a basis for formal verification. Our modelling effaevealed several errors (or at
least ambiguities) in the RFC that no one else spotted beidke presented two proofs of the
mutual exclusion property for Zeroconf (for an arbitrarymrer of hosts and IP addresses): a
manual, operational proof, and a proof that combines mdustking with the application of a
new abstraction relation that is compositional with respecommitted locations. The model
checking problem has been solved using Uppaal and the atistrahave been checked by hand.

Figure 1 gives a schematic overview of the abstractionsvileateeded to go from our con-
crete model of Zeroconf to a model that we could analyse udpypal. We used several different
types of abstractions, for instance weakening of guardsidaad variable reduction. A key ab-
straction was to overapproximate all nodes in the networtgt for two, by a chaos automaton
that can display arbitrary behaviour, thus putting a “ggbtl’ on the two hosts for which we are
trying to prove mutual exclusion.
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Figure 1: Overview of abstractions

We developed the compositional abstraction technique&jf(jZhich is based on simulation
relations) because we needed it for this case study, butycliédas a much broader range of
applicability. Numerous papers have been written beforeamnpositionality of simulation rela-
tions, but the specific challenge that we faced is that itid baobtain a sound theory in a setting
with both shared variables and shared actions. In [29]fB]instance, we have shown that the
composition operators defined in two published papers [Bfjs3not associative. In order to
prove associativity of the composition operator of [28] {@rhessentially is the composition
operator of Uppaal), we needed a series of laws for overndeupdate.

This triggered the work of [4], in which we provide the firsusal and complete axiomatisa-
tion of overriding and update. There are only very few ndtweys in which arbitrary functions
can be combined. One composition operatanisrride for arbitrary functionsf andg, f > g
is the function with domairlom(f) U dom(g) that behaves likef on dom(f) and like g on
dom(g) \ dom(f). Another operator ispdate f[g] has the same domain #isbehaves likef on
dom(f) \ dom(g), and likeg ondom(f) N dom(g). These operators are widely used, especially
within computer science, where for instantig] may denote the new state that results when in
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statef the updates given agare applied. Itis therefore surprising that thus far no epdatisation
of these operators has been proposed in the literature. Asxliary operator we consider the
minusoperator:f — g is the restriction off to the domairlom(f)\ dom(g). The update operator
can be defined in terms of override and minus. We present fivaties that together constitute
a sound and complete axiomatisation of override and minagaht of our completeness proof,
we infer a large number of useful derived laws using the passfstant$ABELLE. With the help
of the SMT solver YCES, we establish independence of the axioms. Thus, our axisatiain

is also minimal. Finally, we establish that override and ussiare functionally complete in the
sense that any operation on general functions that comespim a valid colouring of a Venn
diagram can be described using just these two operations.

Perspective Much further work is needed to fully mechanise the type o$oe@ng that we car-
ried out in the Zeroconf case study. In particular, Uppaebsdo be extended with compositional
abstraction as in [28]. Whereas some of the abstractionbeanoved fully automatically using
the algorithms that have been developed by David et al, weaxpat also theorem proving
support will be required for other abstractions.

2.3 A Complete Specification Theory for Real-Time Systems

Participants
e Alexandre David, Kim G. Larsen, Ulrik Nyman (AAU)
e Axel Legay; INRIA/IRISA, France (EXT)

e Andrzej Wasowski; IT University, Copenhagen, Denmark (BEXT

Challenge

Many modern systems are big and complex assemblies of huseommponents. The compo-
nents are often designed by independent teams, working aratenmon agreement on what the
interface of each component should be. Consequently, ceitipmal reasoning, a mathematical
foundations of reasoning about interfaces, is an activearet area. It supports inferring prop-
erties of the global implementation, or designing and agblisreusing components. In a log-
ical interpretation, interfaces are specfications and @rapts that implement an interface are
understood as models/implementations. Specificatiorrigteshould support various features
including (1) refinement, which allows to compare specfaaias well as to replace a specifica-
tion by another one in a larger design, (2) logical conjuwrtixpressing the intersection of the
set of requirements expressed by two or more specificat{@hstructural composition, which
allows to combine specifications, and (4) last but not leasjuotient operator that is dual to
structural composition. The latter is crucial to performremental design. Also, the operations
have to be related by compositional reasoning theoremsagteeing both incremental design
and independent implementability.
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Results

In [10] we develop a complete specification framework fol-teae systems using Timed 1/0O
Automata as the specfication formalism, with the semantipsessed in terms of Timed 1/O
Transition Systems. We provide constructs for refinememsistency checking, logical and
structural composition, and quotient of specificationsinalispensable ingredients of a compo-
sitional design methodology.

In [9] the theory is implemented on top of the engine for tingasnes, Uppaal-Tiga, sup-
porting the operations of composition, conjunction, aricheanent. Algorithms to perform these
operations have been based on a game theoretical settingettmaits, for example, to capture
the real-time constraints on communication events betweerponents. In particular the algo-
rithms applied for refinement checking and consistencykihgare variants of the algorithms
for alternating simulation between timed game automatsgoied in [8, 7].

2.4 Compositional Design Methodology with Constraint Markov Chains

Participants
e Benoit Caillaud, Benoit Delahay, Axel Legay; INRIA/IRISArance (EXT)
e Kim G. Larsen, Mikkel Larsen Pedersen (AAU)

e Andrzej Wasowski; IT University, Copenhagen, Denmark (BEXT

Challenge

Over the years process algebraic frameworks have beenggdgor describing and analyzing
probabilistic systems based on Markov Chains (MCs) and Mafxecision Processes. Also a
variety of probabilistic logics have been developed forregping properties of such systems,
e.g., PCTL. Both traditions support refinement betweenipattons using various notions of
probabilistic simulation [55, 39] and, respectively, loglientailment [50]. Whereas the process
algebraic approach favors structural composition (paralbmposition), the logical approach
favors logical composition (conjunction). Neither of theotsupports both structural and logi-
cal composition. For functional analysis of discrete-tinoa-probabilistic systems, the theory
of Modal Transition Systems (MTS) [62] provides a specifmaformalism supporting refine-
ment as well as conjunction and parallel composition. Itlheen recently applied to construct
interface theories [63, 70]. Generalizing the notion of MT8 the nonfunctional analysis of
probabilistic systems, the formalism of Interval Markovaiis (IMC$) [55] was introduced;
with notions of satisfaction and refinement generalizingpgbilistic bisimulation. Informally,
IMCs extend Markov Chains by labeling transitions with mtds of allowed probabilities rather
than concrete probability values. However, the expregsoxger of IMCs is inadequate as it
supports neither logical nor structural composition.

INote that the IMCs here are not to be confused withititeractive Markov Chainef Section 2.1.
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Results

In [6], we introduceConstraint Markov Chain€CMCs) as a foundation for component-based
design of probabilistic systems. CMCs are a further extansf MCs allowing rich constraints
on the next-state probabilities from any state. Whereasatirtonstraints suffice for closure
under conjunction, polynomial constraints are necessarglbsure under parallel composition.
We provide constructs for refinement, consistency chechkogical and structural composition
of CMC specifications — all indispensable ingredients of mgositional design methodology.

3 Equivalences and Refinement relations

3.1 Logics and Equivalences for Metric Transition Systems
Participants Mariélle Stoelinga, Luca de Alfaro, Marco Faella, A. Led&jT)

In [11] and its predecessors [1, 13], we extend the classicsibm relations of trace inclusion,
trace equivalence, simulation, and bisimulation to a gtetite setting in which propositions are
interpreted not as boolean values, but as elements ofampitretric spaces. Trace inclusion and
equivalence give rise to asymmetrical and symmetricablirdistances, while simulation and
bisimulation give rise to asymmetrical and symmetricahlohang distances. We study the rela-
tionships among these distances, and we provide a fullébgiaracterisation of the distances in
terms of quantitative versions of LTL andcalculus. We show that, while trace inclusion (resp.
equivalence) coincides with simulation (resp. bisimala}ifor deterministic boolean transition
systems, linear and branching distances do not coincidedtmrministic metric transition sys-
tems. Finally, we provide algorithms for computing the aistes over finite systems, together
with a matching lower complexity bound, and algorithms favdel checking quantitative LTL
over labelled transition systems and Markov Chains.

3.2 Abstraction for Microcontroller Systems

Participants Thomas Noll, Bastian Schlich, Lucas Brutschy, Gerlind Heidh, Carsten Weise,
Jorg Brauer (RWTH)

Challenge

Embedded systems usually operate in uncertain envirorsngiving rise to a high degree of
nondeterminism in the corresponding formal models. Tloigether with other effects, leads to
the well-known state-space explosion problem, meaningtiieamodels of those systems grow
exponentially in size as the number of components incre&a®ful handling of nondetermin-
ism is therefore crucial for obtaining efficient tools foladysis and verification. This requires the
development of formal computation models and state-spahection techniques, and associated
correctness proofs.
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Results

A general automata-based model for microcontrollers has lbkeveloped, taking into account
both the hardware, the software, and the environment ofykes. This model was used to
prove the correctness of a particular abstraction metraltbddelayed nondeterminisrwhich
resolves the uncertainties caused by undetermined infugsanly if and when this is required
by the application code [67]. More concretely, a simulatielation between the concrete and
the abstract state space was established, thus showinguhérsess of delayed nondeterminism
with respect to “path-universal” verification logics such&CTL and LTL.

Another source of nondeterminism is the potential occweenf interrupts that can be trig-
gered, e.g., by timers or external events. Aiming at redytie number of program locations
where interrupt handlers have to be taken into account, aatestraction technique based on
partial-order reduction has been developed [25, 21]. Tigrsficantly reduces state spaces while
the validity of the verification results is preserved. Thetedction is based on an underlying
static analysis which annotates the programs before \aidit, indicating those locations where
interrupts can safely be ignored. Moreover, the abstragtiethod has been proved correct by
showing that it preserves the validity of the branchingetilmgic CTL*-X by establishing a stut-
ter bisimulation equivalence between the abstract andaherete transition system. Finally, the
effectiveness of this abstraction was demonstrated irgedarase study.

Perspective

Current efforts concentrate on refining the delayed nomaheétésm technique in two directions.
The first observation is that the present version conssitatgsafe) over-approximation, as only
a simulation (and not a bisimulation) relation can be eshbt between the concrete and the
abstract state space. The underlying reason is that copywejues does not preserve the con-
nection between different instances of the same nondetestici value, and therefore destroys
the bisimulation relation. Here, making the instantiatretation explicit will also ensure the
completeness of delayed nondeterminism. Second, we areiptato improve the static analy-
sis that is used for both delayed nondeterminism and irgeraduction. Currently, we rely on
a coarse analysis of pointer variables, meaning that thefggssible address values is over-
approximated in many cases. A more precise pointer analysigd definitely improve the
results of the static analyses.

3.3 Equivalences for Labelled Markov Chains

Participants Laurent Doyen, Thomas Henzinger, Jean-Francois RaskiW)YCF

Challenge

Simulation relations (as defined by Milner) and trace pmideos play fundamental roles in the
theory underlying program refinement. When a (more concptegramp, is simulated by a
(more abstract) prograrf,, we know that all the universal CTL* properties that are tiorethe
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programpP; are also true for the prograi,. When the traces of a (more concrete) progiam
are included into the traces of a (more abstract) progfamwve know that all the LTL properties
that are true for the prograi, are also true for the prograr.

This makes possible the development of programs in a sysiteway: important properties
are proved on high level descriptions programs, those lagél porograms are refined into im-
plementations and simulations or trace pre-orders aretogave that properties proved on the
high level programs are valid on the low level program.

Our objective is to define the necessary theory for the agipdio of the above methodology
to probabilistic programs. There are currently few resatighe trace-based relation between
probabilistic models. Our objective is to define the adegunattions for that context and the
algorithms necessary to support their practical appbeati

Results

In [12], we consider the equivalence problem for labelledida chains (LMCs), where each
state is labelled with an observation. Two LMCs are equivialieevery finite sequence of ob-
servations has the same probability of occurrence in theLiwGs. We show that equivalence
can be decided in polynomial time, using a reduction to th&vadence problem for proba-
bilistic automata, which is known to be solvable in polynahtime. We provide an alternative
algorithm to solve the equivalence problem, which is based aew definition of bisimulation
for probabilistic automata. We also extend the techniquietde the equivalence of weighted
probabilistic automata.

Then, we consider the equivalence problem for labelled Bladecision processes (LMDPS),
which asks given two LMDPs whether for every scheduier. (vay of resolving the nondeter-
ministic decisions) for each of the processes, there eaistheduler for the other process such
that the resulting LMCs are equivalent. The decidabilityha$ problem remains open. We show
that the schedulers can be restricted to be observatiedplst may require infinite memory.

Perspective

The equivalence problem between labelled Markov decisiongsses remains open. An inter-
mediary step would be to consider the relation between LM&RELMCs: given a LMDP A
and a LMC B, we ask if there exists a scheduler S such that thétieg LMC A(S) is equivalent
to the LMC B.

3.4 Quantitative Analysis and Logical Characterization ofWeighted Sys-
tems

Participants Uli Fahrenberg, Kim G. Larsen, Claus Thrane (AAU)
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Challenge

The research presented in this work is motivated by the “Tinb&tided Systems Design Chal-
lenge”, posed by Henzinger and Sifakis in [45]. Henzinget Sifakis express the need for a
coherent theory of embedded systems design, where cormgrimyfsical constraints is supported
by the computational models used to model software, thuewaolgy a more heterogeneous ap-
proach to design. Highly distilled, Henzinger and Sifakadl or a new mathematical basis for
systems modeling which facilitates modeling of behavibpraperties as well as environmental
constraints.

Analysis and verification of concurrent and reactive systé&ra well established research
field, a branch of which is referred to as implementationfieaiion: verification of systems
design based on behavioural equivalence checking. Thieagiprequires a model of the system
and specification, as well as a procedure for checking whétledwo are related with respect to
some equivalence. The choice of this equivalence relagifieats what one wants to observe and
how. Classical examples of such relations include tradesien and various types of simulation.
Correspondingly, the models which are analyzed must enaesall the relevant information
to facilitate the analysis. Specifically, the formalism dige model the system must be rich
enough to express the characteristics of the system, im twdéhe analysis to prove or refute
the proposed equivalence.

In a quantitative setting, equivalences are replaced dyvedaed distances; intuitively the
problem is lifted from a decision problem to a search probiezn from deciding of true, false}
to computing a distancec R. A distance of O (zero) is given to instances which are aeckpy
the binary decision procedure, and the meaning of valueg) is that the instance is not equal
to the specification, yet related up to some error marginrgbsethe distance.

Results

In [15] we present a general framework for the analysis ohtjtetive and qualitative properties
of reactive systems, based on a notion of weighted transstystems. We introduce and analyze
three different types of distances on weighted transitystesns, both in a linear and a branching
version. Our guantitative notions appear to be reasonaldm&ions of the standard qualitative
concepts, and the three different types introduced are sliowneasure inequivalent proper-
ties. When applied to the formalism of weighted timed auttanae show that some standard
decidability and undecidability results for timed autoenaktend to our quantitative setting.
This contribution is followed by [14], where we extend thealnotion of Kripke Structures
with a weighted transition relation, and generalize theauBoolean satisfaction relation of CTL
to a map which assigns to states and temporal formulae avakatd distance describing the
degree of satisfaction. The work describes a general apptosobtaining quantitative interpre-
tations for a generic extension of the CTL syntax, and shat for one such interpretation, the
logic is bothadequateind expressivavith respect to quantitative bisimulation. Here adequacy
means that the bisimulation distance between two systemdgmgical to the distance in satis-
faction for all formulas. Expressivity means that for angteyns we are able to find a single
formulag,, such that for any other system the bisimulation distancedadentical to the degree
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of satisfaction ofp;.

4  Abstract Interpretation

4.1 Best Probabilistic Transformers
Participants Ernst Moritz Hahn, Holger Hermanns, Bjorn Wachter, Lijumang (SU)

Challenge

Markov decision processes (MDPs) [69] play a crucial rolea aemantic model in the analysis
of systems with random phenomena like network protocolsrandomised algorithms. MDPs
feature non-determinism and probabilistic choice. Tyiyaane is interested in computing (max-
imal or minimal) reachability probabilities, e.g., the padbility of delivering three messages after
ten transmission attempts. Recently predicate-abstratgchniques [50], [59] have evolved that
scale to realistic programs which map to infinite MDPs. Hosrefundamental questions remain
open, e.g. for given predicates, what is the most precisgaabprogram that is still a valid
abstraction?

The theory of abstract interpretation [36] has providedwaans to such questions in the
non-probabilistic case and has served as a foundation aigndparadigm for a wide range
of program analyses. In abstract interpretation, prognaatyaes are expressed in terms of non-
standard abstract semantics obtained by replacing thalatdmain of computation (also called
concrete domainby anabstract domainConcrete and abstract domain are partially ordered sets
where ordering describes relative precision of the deiuotat

A specification of thenost precis@nalysis is given by the composition of the concretisation
function, the functionalf characterising the program semantics and the abstraaiiostién.
Being the limit on the best achievable precisiondalvalid abstraction, the resulting functional
is calledbest transformerThese concepts are the starting point of our work.

Results

Our major theoretical contribution is the first abstraderpretation framework for MDPs which
admits to compute both lower and upper bounds on reachapititbabilities. This provides a
solid basis to reason about the relative precision and @flityrof abstract transformers. Further,
we prove that game-based abstraction [60], a pre-existingtouction by Kwiatkowska et al.,
corresponds to best transformers in our framework. Crutiftfdrences to a previous abstract-
interpretation framework for MDPs by Monniaux [66] are: wansider not only upper but also
lower bounds, study best transformers, and target predemastraction not classical domains
from static analysis.

Our second contribution is the first abstraction-refinemealinique for concurrent proba-
bilistic programs that yields both lower and upper boundsvidus analysis techniques for such
programs were also based on predicate abstraction. Howlesgreither only yield effective
upper bounds [50] or come without refinement [58]. The babkuo refinement technique is
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parallel abstraction, a novel abstraction. Parallel alotiyn yields effective lower and upper
bounds and combines well with refinement. We have implendenie ideas in the PASS tool
and report on experimental results.

Perspective

As future work, we would like to extend our abstract-intetation framework [26] and our
tool [19] to more complex temporal properties, like PCTLdaawards.

4.2 Guided Abstraction for Alternating Automata

Participants Pierre Ganty, Nicolas Maquet, Jean-Francois Raskin (CFV)

In [16], we develop and evaluate two new algorithms for cleglemptiness of alternating
automata. These algorithms build on previous works. Ringly rely on antichains to efficiently
manipulate the state-spaces underlying the analysis efnaling automata. Second, they are
abstract algorithms with built-in refinement operatorsdoiasn techniques that exploit informa-
tion computed by abstract fixed points (and not counter-@kasras it is usually the case). The
efficiency of our new algorithms is illustrated by experirtedmesults.

5 Abstraction of Infinite Systems

5.1 Time-Bounded Model Checking of Infinite-State Continuais-Time Markov
Chains

Participants Lijun Zhang, Ernst Moritz Hahn, Holger Hermanns, Bjorn \IWea (SU)

Challenge

The design of complex concurrent systems often involvegate performance and dependabil-
ity considerations. Continuous time Markov (reward) msedeke a widely used modelling for-
malism that captures such performance and dependabidipepties, and makes them analysable
by model checking. Models with infinite state space show uglestractions of finite systems,
when a certain resource is virtually unrestricted.

A great research interest lies in the study of time boundegeties. These subsume time
bounded probabilistic reachability, performability, wwability, and various availability mea-
sures like instantaneous, conditional instantaneousrdad/al availabilities.

For the acceptance of formal methods in practice, the coemeerxpression of such prop-
erties is important. A well-known formalism for the expressof properties of finite Markov
models is the the continuous stochastic logic (CSL).
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Results

In the papers [17, 18, 27], we introduced time bounded moletking for the time bounded
subset of CSL for infinite CTMCs and infinite Markov reward reted For the analysis, we only
store a finite fraction of the infinite state space, guarangeessults up to a certain precision. A
CSL formula consists of a set of nested subformulas, eacthwhamay contain different time
bounds and Boolean connectors. Our method works by deswemdo subformulas while ex-
tracting a sufficiently large fraction of the state spaceaeAfard, usual model checking methods
are applied on the finite sub-CTMC obtained this way.

Depending on the model under analysis, we can choose beseseral methods. We have
methods which are fast but store a large subset of the inftdte space. In addition, we also
have methods which take more time, as they choose this sulsetore elaborate way, leading
to smaller memory consumption.

To evaluate our methods, we developed the tool INFAMY. Wengtbits practical usability
on models from various domains, including systems biolgggueing theory as well as perfor-
mance evaluation.

e Random Walk: we consider a standard random walk model agaductory example to
our method

e Jackson Queueing Networks [53]: we consider a number ofs@acgueueing networks.
Even though there are specialised methods for these kindedéls, they would not be
applicable for slight extensions of this model class, whsl&IFAMY is. Because of this,
we do consider it interesting to take a look at this modelsclas

e Quasi-Birth-Death Process [56]: we consider a case stuatydéscribes a system consist-
ing of a number processors and an infinite queue for storinggquests.

e Protein synthesis [6]: we consider a CTMC model of a protgirttsesis of a cell.

e Workstation Cluster [43]: this model is a standard modelarfgrmance evaluation. While
this model is finite, INFAMY was still of use, because we ondylho explore a small subset
of the large state space.

e Grid-World Robot [74]: We consider a grid world in which a milmoves around in an
infinite area and may be subject to disturbances by the envieot.

In all of the above case studies, we were able to analyse tpegres we wanted to consider.
For most of them, it was crucial for the analysis to give anqa@dée choice of the trade-off be-
tween speed and memory consumption. We consider the fa¢chthanodels under consideration
were taken from diverse areas and are very different frorh etdieer an indication of the general
applicability of our method.



ICT-FP7-STREP-214755/ QUASIMODO  Page 18 of 27 Public

Perspective

We plan to extend our approach into various directions. At fitace, we plan to consider further
case studies to further evaluate our approach. We alsa &trgeproving performance in speed
and memory usage. Another main interest is exploring theagtplity of more expressive logics
than CSL and to extend the set of properties we can analysg $FAMY.

5.2 Graph Abstraction and Transformation

Participants Jorg Bauer, lovka Boneva, Marcos E. Kurban, Arend Ren@ihik

Infinite or very large state spaces often prohibit the swsfoéserification of graph transforma-
tion systems. Abstract graph transformation is an apprdeatiackles this problem by abstract-
ing graphs to abstract graphs of bounded size and by lifapdj@ation of productions to abstract
graphs. The paper [2], which received the best paper awdl ath International Conference
of Graph Transformation in 2008, presents a new framewodbsefractions unifying and gener-
alising existing takes on abstract graph transformatidme precision of the abstraction can be
adjusted according to the properties to be verified fatiiggabstraction refinement. We present
a modal logic defined on graphs, which is preserved and refldny our abstractions. Finally,
we demonstrate the usability of the framework by verifyingraph transformation model of a
firewall.

6 Aggregation

6.1 Probabilistic Reachability for Parametric Markov Models
Participants Lijun Zhang, Ernst Moritz Hahn and Holger Hermanns (SU)

Note

This contribution is also part of Deliverable 2.2 on “Synibalata structures and analysis of
models with multiple quantitative aspects”, Section 1.1.

Challenge

Discrete time Markov chains (DTMCs) have been applied ssgfadly to reason about quantita-
tive properties in a large number of areas such as compuIcs; engineering, mathematics,
and biological systems. Often, several variants of a pntisb model are of interest. For
example, it would be interesting to evaluate several vésiahsensor networks with different
reliabilities of the wireless connection, without doingarplete analysis for each instance.

We call a DTMC in which certain probabilities or other projes are not fixed but given as
parameters of the modelparametricDTMC (PDTMC). An analysis of a PDTMC results then
in a closed-form solution in form of a function in the paraerst Given such a functiofi, we
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could also analyse properties of the function itself.f Ifepresents the probability of a certain
set of goal states, we could find the parameter values whictinmse f to obtain the optimal
parameters, without having to do large numbers of costl{yara to estimate this point.

The efficient analysis of PDTMCs is involved and differenpagaches than the well-known
ones for the analysis of DTMC have to be taken. Our goal is temkeless develop an efficient
and effective algorithm for PDTMCs and related models.

Results

In the paper [20], we have presented algorithms for PDTMGs.@ethod is based on a variant
of the classical state elimination algorithm, used in ctadsAutomata Theory to derive regular
expressions from finite automata. It computes the paramatbbounded reachability probability
from the initial state of the PDTMC to a set of target statelse $tate elimination algorithms is
a standard means to derive a regular expression from a furtibenaton, by eliminating its states
except the initial and final one, while relabelling its traéilass by regular expressions instead of
just elements of the alphabet. In our adaption, insteadwhpdransitions labelled with regular
expressions, we label them with functions of the model patars into probabilities. Finally, we
can obtain the function we wanted to obtain from the onlygigon remaining in the PDTMC.

We also have an initial approach for models involving noadetnism. There, we replace
nondeterminism by parametric probabilistic choice. Thetmd works well for special cases,
as seen in the paper.

We further extend our method to compute the expected par@nnetvard till a set of tar-
get states is reached. Rewards are costs or bonuses (dependihe interpretation) obtained
from entering a state of the PDTMC or taking a transition frarstate to another state. Such
reward properties play a crucial role for the estimationef@rmance properties of probabilistic
systems.

The analysis of PDTMCs is more expensive than the analysiswdl DTMCs. Therefore,
we use a precomputation to reduce the number of states. @kia great impact of the overall
performance of the method.

The algorithms described here have been implemented iRth®ARAM. Using a number
of case studies, we have shown the feasibility of our approac

e Crowds Protocol [71]: an information exchange protocohwiims at protecting the anonymity
of its users. We considered the degree of anonymity guagammessible to users paramet-
ric in the number of attackers.

e Zeroconf [31]: a self-configuring network protocol. We cmlesed a variant parametric
in the number of possible network addresses. The propedgruconsideration is the
probability of duplicate choice of the same address.

e Cyclic Polling Server [52]: This model consists of a numbiestations which are handled
by a polling server. We considered the probability that daterstation is served first,
parametric in the speed with which the server works and tteewih which requests are
generated.
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e Randomised Mutual Exclusion [68]: a variant of the well-lwmomutual exclusion protocol
where processes decide probabilistically whether theltwyito enter the critical section
in their next step. We compute the expected number of timeprbicesses try to enter the
critical section, parametric in the probability that theyit.

e Bounded Retransmission Protocol [44]: a message transferqol to transfer data over
unreliable channels. Our variant is parametric in the bdiiees of the channels. The
property we consider is the maximal probability that thedsgrof data in this protocol
does not finally finish the transmission.

In all of the above case studies, we were able to analyse tperes we wanted to consider.
For most of them, it was crucial to use preprocessing foestpace reduction. We consider the
fact that the models under consideration were taken frorarsezareas and are very different
from each other an indication of the general applicabilftpur method.

Perspective

As future work, we are investigating improvements of the lengentation with respect to per-
formance, especially for the setting with nondeterministditionally, we plan to look into
continuous time models with clocks and rewards. Other ptssiirections include the use of
symbolic model representations, such as advanced repaéses of state spaces. We also want
to explore model checking for interval Markov chains.
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